z/0S Introduction and Workshop

Operating System Overview




Unit objectives

After completing this unit, you should be able to:
* Describe an address space

* Describe virtual storage

* Describe paging

* List 3 types of address spaces

* List 3 types of memory storage

* Describe system integrity using key-controlled protection



Hardware resources managed by z/OS

z/OS runs here
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System Tasks — No need to know it all

How the operating system works is not required
to develop, maintain and port business applications

Pages, Frames and Slots

PSA DAT

CvT RSM

ASTE ASM

ASVT VSM

ASCB Virtual Storage
CSA WLM

Master Scheduler SvC

PCAUTH Protect Keys

RASP



What is z/OS?

System z 'flagship' operating system
64-bit operating system
Ideally suited for processing large workloads for many concurrent users

Designed for:
1) Serving 1000s of users concurrently
2) 1/O intensive computing
3) Processing very large workloads
4)  Running mission critical applications securely



Operating System
Comprised of modules, system programs (macros), system components

Information about the system, resources, and tasks are in control blocks

Management of physical storage:
1) Real storage
2) Auxiliary storage
3) Virtual storage



System Tasks are known as Address Spaces

z/OS and its related subsystems require address spaces of their own to provide a
functioning operating system.

System address spaces are started after initialization of the master scheduler.
These address spaces perform functions for all the other types of address spaces
that start in z/OS.

Middleware address spaces exist for major system functions and middleware such
as Db2, CICS, and IMS

TSO/E address spaces are created for every user who logs on to z/OS

Address spaces are created for every batch job that runs on z/OS.



The address space concept
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64-bit address space map
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User Runtime Container:
Address Space
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Code

OS Code




Work Load Management (WLM)

With workload management, you define ﬁerformance goals and
assign a business importance to each goal

Goals:
Response-Time
Execution Velocity
Discretionary
Importance level (1-5)

Goal is 1 or below (meeting goals)
All is well

Goal is above 1 (failing to meet goals)
Revise performance goals or increase capacity



Middleware for z/OS are a collection of address spaces

» Middleware is typically something between the operating system and an end user or
end-user applications.

» Middleware supplies major functions not provided by the operating system.

> Typical z/OS middleware includes:

* Database systems

*  Web servers

* Message queuing and routing functions
* Transaction managers

* Java virtual machines

* XML processing functions



Defining characteristics of z/OS

Uses address spaces to ensure isolation of private areas

Ensures data integrity, regardless of how large the user population might be.

Can process a large number of concurrent batch jobs, with automatic workload balancing
Allows security to be incorporated into applications, resources, and user profiles.

Allows multiple communications subsystems at the same time

Provides extensive recovery, making unplanned system restarts very rare.

Can manage mixed workloads

VvV V V V Y VYV V

Can manage large I/O configurations of 1000s of disk drives, automated tape libraries,
large printers, networks of terminals, etc.

Can be controlled from one or more operator terminals, or from application programming
interfaces (APIs) that allow automation of routine operator functions.

Y



Address Spaces — SDSF display active

2] Class - svscmvx E]@ x
File Edit Yiew Communication Actions Window Help
Display Filter View Print Options Help

SDSF DA S0W1 S0wW1 PAG © CPU 2] LINE 1-26 (54)

COMMAND INPUT ===3 _ SCROLL ===» LCSR

PREFI1X=% DEST=(ALL) OWNHER=% SYSNAME=

NP JOBNAME StepName ProcStep JoblD Owner C Pos DP Real Paging =10
*MASTER*® STCOO367 +MASTER+ NS FF 2954 Q.00 0.00
PCAUTH PCAUTH N= FF 141 Q.00 0.00
RASP RASP NS FF 243 Q.00 0.00
TRACE TRACE NS FF 364 Q.00 0.00
DUMPSRY DUMPSRY DUMFPSRY N=E FF 369 Q.00 0.00
XCFAS XCFAS IEFFPROC NS FF 2140 Q.00 0.00
GRS GRS NS FF 2620 Q.00 0.00
SMSPDSE SHMEPDSE N=E FF 4776 Q.00 0.00
CONSOLE CONSOLE NS FF 2199 Q.00 0.00
WL M WLM IEFFROC NS FF 1582 Q.00 0.00
AMTHAIN ANTHMAIHN IEFFROC N=E FF 1395 Q.00 0.00
AMTAS000 ANTASGOO IEFPROC NS [C1 1285 Q.00 0.00
DEVHMAN DEVMAN IEFFROC NS FF 426 Q.00 0.00
OMVS oMVSs OMVS N= FF 14T Q.00 0.00
IEFSCHAS IEFSCHAS NS FF 90 Q.00 0.00
JESXCF JESXCF IEFFROC NS FF 648 Q.00 0.00
ALLDOCAS ALLOCAS NS FF 2795 Q.00 0.00
SHMS SMS IEFFPROC NS FE 375 Q.00 0.00
I0OSAS I0SAS IEFFROC NS FF 422 Q.00 0.00
I XGLOGR I XGLOGR IEFPROC NS FF 5483 Q.00 0.00
AXR AXR IEFFPROC NS C1 47T Q.00 0.00
CER CEA IEFFROC NS FF 3641 Q.00 0.00
SHMF SMF IEFPROC NS FF 477 Q.00 0.00
LLA LLA LLA NS FE 3709 Q.00 0.00
JESZ2 JESZ IEFFROC NS FE 8661 Q.00 0.00
VLF VLF VLF NS FE 9135 Q.00 0.00

33" |Connected ta remote serverfhost 204,290,115, 1584 using lu/pool TCPOODZ2 and port 623




Address Spaces — SDSF display active ...forward (F8)

2] Class - svscmvx E]@
File Edit Wiew Communication Actions Window Help
Display Filter View Print Options Help

SD3SF DA IS60uW1 SouW1 PAG a CPU a LINE 27-52 (54)

COMMAMD INPUT ===3> _ SCROLL ===> CSR

PREFIX=% DEST=(ALL) OWNER=%* SYSHAME=

NP JOBNAME StepMame ProcStep JoblID Dwner C Pos DF Real Paging SI0O
RSED RSED RSED STCoO428 STCRSE IM C1 8252 Q.00 Q.00
SD=SF SDSF SDSF STCOO3I66 STRTASK MHS F4 B90Q Q.00 Q.00
EFWFF=ET FF=T EPWFF=T HS C1 354 9.00 Q.00
EXITHVS EXITHVS STO1 STCOE3B0 STCOPER LO FF 227 Q.00 Q.00
TH3Z27TO TH3IZ7TO TH3IZ7TO STCOO3I¥9 TCPIP HS FE 2252 9.00 Q.00
YTAM YTAM YTAM STCOO365 STRTASK HS FE Z946 G .06 @06
TCAS TCAS TCAS STCOO381 STRTASK LO FF 279 0.00 a.00
RR= RR= RR= HS C1 2566 Q.00 Q.00
RESOLVYER RESOLVER EZBREINMI MHS FE 329 Q.00 Q.00
oA oAM IEFPROC HS FE 673 Q.00 Q.00
RACF RACF RACF STCOO3IVT STRTASK MHS FE La] So Q.00 Q.00
CATALOG CATALOG IEFPROC HS FF 2036 9.00 Q.00
F= ZFS ZFZ2G0 HS FE 24T G .06 @06
JESZAUX JESZAUX HS FE 195 0.00 a.00
JESZHOM JESZHOM IEFPROC HS FF 555 Q.00 Q.00
BRFX0OINIT BPXOINIT BPXOIHNIT LO FF 250 Q.00 Q.00
THF THF IEFPROC HS FE 187 Q.00 Q.00
VYHCF YHCF IEFFPROC MHS FE 206 Q.00 Q.00
IMETD1 STEP1 STCOO383 TCPIP LO FF 236 9.00 Q.00
FTPSERVYE STEFP1 STCBB384 TCPIP LO FF 391 G .06 @06
DB9GHMSTR DB9GHMSTR IEFPROC STCOO391 STCOPER HS FE 2241 0.00 a.00
DES9GIRLHM DBE9GIRLH STCoO39Z STCOPER HS FE 2463 Q.00 Q.00
DB9GDBEM1 DB9GDBEM1 IEFPROC STCOO393 STCOPER HS FE 34T 0.00 a.00
DBEB9GDIST DBO9GDIST IEFPROC STCo0O0394 STCOPER HS FE 32630 Q.00 Q.00
TCFPIP TCPIP TCPIP STCOE397 TCPIP MHS FE 6219 Q.00 Q.00
IBMUSER DEBPROC9G TCPOOOZZ TS5U0O0557 IBMUSER IM F4a go8 Q.00 Q.00

=" [Connected ka remate serverfhost 204,90,115. 184 using lufpoal TCPOOOZ2 and part 623




Address Spaces — SDSF display active ...shift right (F11)

Z{] Class - svscmwx E]@
File Edit Yiew Communication Actions Window Help
Displau Filter ¥Yiew Print Options Help

SDSF DA SoWil Sowl PAG © CPU o] LINE 1-26 (54)

COMMAND INPUT ===> ~/d a, ibmuser_ SCROLL ===» LCSR

PREFIX=% DEST=(ALL) OWNER=% SYSNAME=

NP JOBNAME CPUZ ASID ASIDX EXCP-Cnt CPU-Time SR Status SysMName SPag SCP
*MASTER* 0.00 1 0001 18396 258.33 SouWl 2]
PCAUTH 0.00 2 0062 26 0.01 SouWi o]
RASP 0.00 3 0063 2 3.10 Souwl 2]
TRACE 0.00 4 0064 99 0.01 SouWl 2]
DUMPSRY 0.00 5 0065 253 0.04 SoW1 Q
XCFAS 0.00 6 0006 ThB87H5 195.21 SouWl 2]
GRS 0.00 7 0007 34 555.28 Souwi o]
SMSPDSE 0.00 8 0008 3 Z25.02 Souwl 2]
CONSOLE 0.00 9 0069 a66 18.43 SouWi 2]
WLM 0.00 10 0OOA 117 1593.09 SoW1 Q
AMTHMAIN 0.00 11 060O0B 1669 5.10 SouWl 2]
ANTASGOG ©0.00 12 060C 12?296 0.609 Souwi o]
DEVHMAN 0.00 13 06GOD 550 0.74 SouWl 2]
OMVS 0.00 14 0600OE 2369 23.00 SouWi 2]
IEFSCHAS ©.00 16 60610 63 0.01 SoW1 o]
JESXCF 0.00 17 00611 14196 16.45 SouWl 2]
ALLOCAS 0.00 18 0012 T2 0.02 SOuWi Q
SHMS 0.00 19 0613 3726496 46 .96 SouWl 2]
I0SAS 0.00 20 00614 613 100.60 SouWi o]
I XGLOGR 0.00 Z1 0615 177 13.96 SoW1 o]
AXR 0.00 22 0016 427 0.05 SouWl 2]
CERA 0.00 Z23 0017 492 0.09 SOuWi Q
SHMF 0.00 25 0019 562 B8.41 SouWl 2]
LLA 0.00 26 001A 16755 0.55 SouWi o]
JESZ2 0.00 Z29 001D 563924 134 .55 Souwl 2]
VLF 0.00 30 001E 414 3.93 SouWl 2]

" [Connected ta remote serverfhost 204,290,115, 164 using lufpool TCPOODZ2 and port 623




Address Spaces — MVS command
..display IBMUSER address space output

2 Class - swscmwvx E]@

File Edit View ©Communication Actions window Help

Display Filter ¥Y¥iew Print Options Help
SDSF DA S6W1 Sou1 PAG © CPU &} COWMHMANMD ISSUED
COMMAND INPUT ===3 SCROLL ===> CSR
RESPONSE=50W1

IEE1151 17 .04.29 2010.046 ACTIVITY 179

JOBS M-S TS USERS SYSAS INITS ACTIYE-MAX YTAM oAs
QeEe3 Qee19 00001 00031 00010 0000100010 00011
IBMUSER IN A=003D PER=ND SMC=000 PGN=N-A DHMN=M-A AFF=NONE

CT=001.2345 ET=360.1655
WUID=TSUQO557

WKL=TSOOTHER SCL=T5001 P=1

RGP=N-R SRVYR=MND QSC=ND

ADDR SPACE ASTE=7FD439F40
CONSOLE Q.00 9 0e9 466 18.43 SOu1 Q
WLHM Q.00 10 0O0OA 117 1593.09 S0u1 ]
ANTHMAIN Q.00 11 0OOB 1669 5.10 SOu1 Q
ANTASO0Q0 0.00 12 000C 1296 0.09 S0u1 o
DEVMAN Q.00 13 006D 550 a.74 S0u1 &)
OMYS Q.00 14 QOOE 2369 23.00 S0u1 o
IEFSCHAS ©.00 16 0010 63 0.01 S0u1 ]
JESXCF Q.00 17 0011 1496 16.45 SOu1 Q
ALLOCAS Q.00 18 0012 Tz 0.02 S0u1 ]
SMS Q.00 19 0013 372646 40.96 SOu1 Q
I0SAS Q.00 20 0014 613 100.60 S0u1 o
[ XGLOGR Q.00 21 0015 177 13.96 S0u1 &)
AXR Q.00 22 0016 427 2.05 S0u1 o
CER Q.00 23 o017 492 0.09 S0u1 ]
SMF Q.00 25 0019 562 g8.41 S0u1 o
LLA Q.00 26 001A 16755 0.55 S0u1 ]
JESZ Q.00 29 001D 563924 134.55 SOu1 Q
VLF Q.00 30 001E 414 3.93 S0W1 )

" (Connected ko remate serverfhost 204,90,115.154 using lufpocl TCPOOOZZ and port 623




Address Space — Let's Look Up Message ID IEE115I

IBM Look@ Web Site

Provides status information about job or task
Provides status information about system

What is “IN” immediately following job or task name?
What is “A="?

What is “WUID="?

What is “CT="and “ET="?

What is “WKL=", “SCL="and “P="?


https://www-01.ibm.com/servers/resourcelink/svc00100.nsf/pages/look@kc-multi-product?OpenDocument

Address Space — A technical definition

An address space is a consecutive sequence of integer numbers (virtual
addresses), together with the specific transformation parameters which
allow each number to be associated with a byte location in storage. The
sequence starts at zero and proceeds left to right.

When a virtual address is used by a CPU to access main storage, it is
first converted, by means of dynamic address translation (DAT), to a real
address



What is in an address space?

z/OS provides each user with a unique address space and maintains
the distinction between the programs and data belonging to each
address space.

While an address space includes system code and data as well as
user code and data, it maps all of the available addresses. Thus, not
all of the mapped addresses are available for user code and data.



System Tasks - Virtual storage concepts

Virtual storage is an “illusion” created through z/OS management of real storage and auxiliary
storage through tables.

The running portions of a program are kept in real storage; the rest is kept in auxiliary storage

A contiguous range of addressable virtual storage available to a user or program or the operating
system is an address space

Each user or separately running program is represented by an address space (each user gets a
limited amount of private storage)



System Tasks - How virtual storage works
Virtual storage is divided into 4-kilobyte pages
Transfer of pages between auxiliary storage and real storage is called paging

When a requested address is not in real storage, an interruption is signaled and the
system brings the required page into real storage

z/OS uses tables to keep track of pages
Dynamic address translation (DAT)

Frames, pages, slots are all repositories for executable code and data.



System Tasks — Pages, Frames and Slots

The pieces of a program executing in virtual storage must be moved between real and auxiliary
storage:

A block of virtual storage is a page

A block of real storage is a frame

A block of auxiliary storage is a slot

A page, frame and slot are all the same size: 4096 bytes (4 kilobytes — 4K)

To the programmer, the entire program appears to occupy contiguous space in real storage at all times.
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Page Stealing

z/OS tries to keep an adequate supply of available real storage frames on hand.
When this supply becomes low, z/OS uses page stealing to replenish it.

Pages that have not been accessed for a relatively long time are good candidates
for page stealing.

z/OS also uses various storage managers to keep track of all pages, frames, and
slots in the system.



Swapping

Swapping is one of several methods that z/OS uses to balance the system workload and
ensure that an adequate supply of available real storage frames is maintained.

Swapping has the effect of moving an entire address space into, or out of, real storage:

* A swapped-in address space is active, having pages in real storage frames and
pages in auxiliary storage slots.

* A swapped-out address space is inactive; the address space resides on auxiliary
storage and cannot execute until it is swapped in.



z/OS Data Areas and Control Blocks

Structures for all 4K pages owned by the hardware, operating
system address spaces, middleware address spaces and
application address spaces such as TSO and Batch JOB



z/OS Data Areas and Control Blocks
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Data Areas and Control Blocks

Key-Controlled protection ensures system wide integrity

A storage key is associated with each 4K-byte block of storage
that is available in the configuration.

An execution key is associated with each running program

Program Status Word (PSW) Keys
» 0 system or authorized programs, can access all storage
» 1 MVS Scheduler, JES, APPC, TSO/E
» 2 WebSphere
» 5 Data Management O/C/EQV
> 6 VTAM, TCPIP
> 7 IMS, DB2
» 8 Problem Program
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Data Areas and Control Blocks

MVS Storage Managers

Real Storage is managed by RSM
Virtual Storage is managed by VSM
Auxiliary Storage is managed by ASM

Dynamic Address Translation (DAT)
converts a virtual-to-physical address

A subpool is an area of virtual storage



z/OS Data Areas and Control Blocks
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z/OS Data Areas and Control Blocks

PSAis at real address location 0 << represents a physical CPU
CVT is located at the address stored in x’10’ offset in PSA

ASVT is located at the address stored in x’22C’ offset in the CVT

ASCB list is located at the address stored in x'210’ offset in the ASVT



z/OS Data Areas and Control Blocks

B Z0S VIRE.0 MYS Data Areas, Val 1 (ABEP-DALT) <

B Z05 V1RE.0 MYS Data Areas, Vol 2 (DCCD-ITZYRETC)
B 0SS WIRE.0 MYS Data Areas, Vol 3 (IWT-RCWE) <
B Z05 WV1RE.0 MYS Data Areas, Vol 4 (RD-SRREA)

B Z0S W1RE.0 MYS Data Areas, Vol 5 (SSAG-XTLST)

EEEEE

PSA

CVT
ASVT

ASCB




z/OS Control Block
Prefixed Save Area (PSA)

PSA Heading Information

Common Name: Prefixed Save Area
Macro 1D: IHAFPSA
DSECT Name: PSA
Owning Component: Supervisor Control (SC1C5)
Eye-Catcher 1D: MNone
Storage Attributes: Subpool: 239
Key: 0
Residency: Below 16 MB line
Size: 4096 bytes
Created by: IEAVEX00
IEAVNIPO
IEEVCPRA
Pointed to by: The PSA maps the storage that starts at location 0 for the
related processor.
Serialization: Disablement.
None needed for FLCFACL.
Function: Maps fixed hardware and software storage locations for the

related processor.



z/OS Control Block —
Prefixed Save Area (PSA)

PSA Map
Offfsets
Dec Hex Type/Value Len Mame [Dim) Description
o (0} STRUCTURE o FPSA
o ()] o o FLC e
o ()] CHARACTER ] FLCIPPSW (0) - IPL PSW
o (0} BITSTRIMNG 4 FLCRMNFPSW -RESTART MEW PSW (AFTER IPL) MDCDO1
4 (4} ADDRESS 4 "“WIIEAVRETR)" - SECOMND HALF OF RESTART NEW PSW
MDC128
4 4} o o IPLPSWW "FLCIPPSW® — ALIAS
a (2} CHARACTER ] FLCICCWT (0) - IPL CCW1
a (&) BITSTRING ] FLCROFPSW - RESTART OLD PSW (AFTER IFL)
16 (10} CHARACTER =] FLCICCW2Z (0 - IPL CCW2
16 (10} ADDRESS 4 FLCCWT "W{IEACVT)" - ADDRESS OF CWVT (AFTER IFL). THIS OFFSET
FIXED BY ARCHITECTURE. (MDC450)
20 (ALY BITSTRING 4 - RESERVED (AFTER IPL)} (MDC431)
24 (18} BITSTRING ] FLCEOFPSW - EXTERMAL OLD PSW
24 (18} g o EXOPSW "FLCEOQPSW" — ALIAS
22 (20} BITSTRING ] FLCSOPSW - SWC QLD PSW. THIS OFFSET FIXED BY ARCHITECTURE.
(MDC451)
a2 (20} x2o o SVCOoOPSW 'FLCSOPSW" — ALIAS
40 (28} BITSTRING ] FLCPOPSW - PROGRAM CHECK OLD PSW
40 (28} xr2a" o PIOPSW "FLCPOPSW" — ALIAS
48 (20} BITSTRIMNG =] FLCMOPSW - MACHIME CHECK OLD PSW
48 (20} i g o MCOPSW "FLCMOPSW®" — ALIAS
50 (38} BITSTRING ] FLCIOPSW - INFUTIOUTFUT OLD PSW
58 (28) x'3a o ICOPSW "FLCIOPSW" — ALIAS
&4 (40} BITSTRING ] - RESERVED
T2 48} DBL WORD ] FLCCW TS (0) - B-byte CWT address
T2 (48]} BITSTRING 4 - 15t 4 bytes are 0
7o (4C) ADDRESS 4 FLCCWTZ2 "W{IEACVT)" - ADDRESS OF CVT - USED BY DUMF
ROUTINES ICB318
20 (50} BITSTRING 4 - RESERVED
&4 (54} BITSTRING 4 - RESERVED - FLCTRACE DELETED DUE TO SYSTEM
TRACE REDESIGH.
28 (58} BITSTRING 4 FLCENPSW -EXTERMAL MEW PSW
oz (5C) ADDRESS 4 "WIIEAQEXDD)" - SECOMD HALF OF EXTERMNAL MNEW PSW
ez (5C) et o EXNPSW "FLCEMPSW™ — ALIAS



z/OS Control Block
Communications Vector Table (CVT)

CWVT Heading Information

Cormimeon MNarme:
Macro 1D:
DSECT Mame:

Mg CoOorTHDeOIr STy

Eye-Catcher 1D:

Storage Atributes:

Size:

Created lwy:
Pointed to y:

Sernalizatiom:
Furvctiom:

Communications “Wector Table
oW
CWwTiwhen DSECT=YES is coded and PREFIX=Y"ES is not coded)

CWTFE pevhen DSECT=YES and PREFIX=Y"ES is coded)
CWTMAR(or nane usesr coded inm lal»el field of OWT ineocation )
CWTWSTGGHIDSECT name of virtual storage extension)
CWTHTHHTA{DSECT nanss of OSOS0AS comnmmon extension)

CWTHTHTZ{OSECT nanse of OSMAYS1-05MN52 common extension)
Comineon Macros (SCE101)

L=t

CHfset: b=

Lervgith: =4

Subpool: Muck=es

Ry O

Fesidency: Belblow 1M line

Prefix: 256 bytes

CWT: 1280 bytes

Wirtual storage address extension: S0 bytes

OS5 - OSIWVES commeon exiension: 12 bytes:

OSASS1 - OSNWESDZ common exiension: 132 byies
IEANCYWT

FLCCWT field of the PSA data area (location =100)
FLCOCWTZ field of the PSA data area

CWTSMEXT points to the Wirtual address storage extension
OSMS - OSWVS extention is pointed to by CWTEXRT
OSNSS1 - OSNVS2 extention is pointed o by CWTEXTZ2
Basead on the individual fields being refersenced.

T CWT prowvides: the means by which nron-nucleus-resident
routnes nEy refer to information in the nuclees of the
conirol program. 1t conbains addresses of other comtrol
blocks and tables used by the control proegramnm rowutines.



z/OS Control Block
Address Space Vector Table (ASVT)

ASVT Heading Information

Common Name:
Macro 1D:

DSECT Hame:
Orwming Component:
Eye-Catcher ID:

Storage Attributes:

Size:

Created by:

Pointed to by:
Sernalization:
Funiction:

Address Space Vector Table

IHAASNT

ASNT

Supervisor Control (SC1C5)

ASVTASVT

Offzet: 512

Length: 4

Subpool: 245

Key: 0

Residency: Below 16M

Offzet of ASVTEND minus offset of ASVTBEGHN plus
four times the value of ASVTMAXLL.
IEAVHPDS

CNVTASNT field of the CVT data area
General CMS lock and dispatcher lock
Mapping for the Address Space Vector Table



z/OS Control Block
Address Space Vector Table (ASVT)

ASVT Map
Cfsets
Dec Hex Typelalue Len MHame {Dém) Description
D (i)l STRIMCTURE o ASWT
D (o CHARACTER 472 ASNTPRFX RESERVED FOR FUTLURE EXPAMNSION

472 {1D4a) DEL WORD B ASNTBEGM (0) - BEGIMMNIMNG OF ASWT

472 {108} ADDRESS 4 ASVTREUA ADDRESS OF ASWTRELS BITS

47 [1DC) ADDRESS 4 ASNTRANL ADDRESS OF ARST AVAILABLE REUSABLE ASID SLOT

480 (1ED) SIGMNED 4 ASNT AN MUMBER OF FREE SLOTS OM THE ASVT AVAILASLE
CHIEUE.

484 (1E4) SIGMNED 4 ASNTAST MUMBER OF FREE SLOTS OM THE START/SASI] QUEUE

4BE [1EEB) SIGNED 4 ASNTANR MUMBER OF FREE SLOTS ON THE NOM-REUSABLE
REPLACEMEMNT QUELE.

482 =] SIGMNED 4 ASNTSTRT ORIGIMAL SIZE OF STARTISAS QUELIE.

405 (1FDO) SIGMED 4 ASVTMOMNR CORIGIMAL SIZE OF NOM-REUSABLE REFLACEMENT
QUEUE.

500 [1F4) SIGNED 4 ASNTRAAX] - ORIGINAL MAX LUSERS COUNT AS INPUT TO IEAVNPIE.
CMMNERSHIP - SUPERVISOR COMTROL SERIALIZATION -
MIF RIM PROCESS

504 [1FE) BITSTRING ] - RESERVED. WAS ASVTRSHD'DSHD

512 {2007 CHARACTER 4 ASNTASVT - ACRONYM IN EBCDIC -ASNT-

518 {204) SIGMED 4 ASVTMAXLY - MAXIMURN NUMBER. OF ADDRESS SPACES

520 (208) SIGMNED 4 ASVTMDSC - MAXLISER DEFICIT SLOT COUMNT. ASVTMDSC =
ASVTMAX] - ASVTAAY - NIUMBER OF ACTIVE AS.
MNCREMENTED WHEN WE TRY TO TAKE A REFLACEMENT
SLOT BUT THERE ARENT ANY. DECREMEMNTED WHEM
MOMN-ZERO AMD A MOMRELUSEABLE ASID BECOMES
RELUISEABLE AND WE ADD A SLOT TO THE MAXLUISER
POOL WHEN AN ADDRESS SPACE BECOMES REUSEABLE.

524 [(20C) ADDRESS 4 ASNTFRST - ADDRESS OF FIRST AVAILABLE ASNT EMTRY (MDC200)

Loce  caas ASNTAVAD THEOT - BIT OME IF ASID IS AVAILABLE AMND ZERO IF ASID

IS ASSIGMED MDO002

528 {2107 ADDRESS 4 ASNTENTY - ENTRY FOR EACH POSSIBLE ASID. IF ADDRESS SPACE

ASSIGMNED, ENTRY COMTAIMS ADDRESS OF ASCE. IF MOT
ASSIGMNED. ENTRY COMNTAIMS EITHER ADDRESS OF NEXT
AVAILABLE ASID OR ZERCS WITH HIGH-ORDER BIT OM IF
LAST ENTRY. (MDC301) IF THE ADDRESS SPACE IS
MARKED NOM-REUSAEBLE, THE EMTRY COMTAIME THE
ADDRESS OF MASTER'S ASWT ENTRY WITH THE HIGH BIT
O



z/OS Control Block
PSA > CVT > ASVT > ASCB

B Class - svscmvx

= /O

File Edit View Communicaton Actbons  Window Help
test 'sysl.linklib(iefbr14)]"

TEST

L 10,

0O000B16. QOFDCTYCO [slcTalalelalale
TEST

1L 19.%

QOFDCYCO. 000000218 [elelelelelalale]
TEST

L 10.%+22c

0OFDC9ELC. 0OFB15F©Q 00000000
TEST

L 10.%+22cX

00FB1SFO. EZFOEGF1 0000ER00
TEST

L 189.%+22ck c L(16)

0OFB15SFO. SOWL......... ... [slcTalalelalale
TEST

L 10.%+22c%+210

0OFB1800. 0OFDASEO [elelelelelalale]
TEST

L 10, .3+22cX+210%

0OFDASOO. C1EZC3CZ 00000000
TEST

L 10.%+22c%+210% c 1(16)

0OFDASOO . ASCB. ........... 0000ER00
TEST

L 19 .%3+22cX+218% c 1(16)

QOFS6300 . ASCB.57......... [slcTalalelalale
TEST

L 10.%+22cX+204 1(8)

0OFB17F4. 00OEE1E8E QOOOOO00 [elelelelelalale]
HAE
AN a

@ |connected to remate server/host 204,90, 115, 185 using Iu/fpool TCE




z/OS Control Block
Address Space Control Block (ASCB)

ASCE Heading Informatiom

Coomineon Mame: ADDRESS SPACE CONTROL BLOCK
Macro ID: HAASCHE

DSECT Hame: ASCEB

Darning Compeomne ks SUPERWVISOR COMNTROL (SC105)
Eye-Catcher 10: ASCE

OHfset: o
Lemgth: <

Storage Attributes: Subgrool 245
Fl=yr a
Residency: Below 18K
Size: 384 bytes
Created by: EAMSWCE, IEAVWEMRG
FPointed to biy: CWTASCEH and CWTASCBL fields of the OWT data area

PSAAMEW fiekd of the PSA dats area
PSAADLD field of the PSA data area (Masters ASCE)
ASWTENTY field of the ASWT data area
ASCBRFWDF. ASCBEBWDF and ASCBTRQF fields of the ASCE data area
ASMASCBF field of the ASMYWT data area
HJESEELASCE held of the JSEL data arsa
LCTASCEA field of the LCT data area
LDaaASCE field of the LDWA data area
LWwWaPASCH fisld of the LW data ansa
PCBASCH fheld of the PCHB data area
RSMASCE field of the RSMHD data amea
SMCAASCEH field of the SMCA data area
SRBASCE field of the SREB data area
SSEMASCE and SSETASCE fields of the SS0OEB data area
TCASASCH field of the TCAST data area
TRQEASCH field of the TQE data area
TEEASCBA fiedd of the TSE data arsa
TWCSASCH field of the TWCS data area
TWaAaASCE field of the TWAR data arsa
WWCMASCE fiekd of the LUCM data area
DT BEASCE field of the OUCE data area
WWEBHASCH field of the WERB data area
WEBL SQ P field of the WEB data area

Serializatiom: Sernalizatiocn of the ASCE is dependent on
the field being referemnced. Some senalization techneques
used ere are bocal lock. comparse and swap (5], compans
doulble and swap. and global ntersect.

Frumctiom: Contain information and pointers nesded for
Addiress Space Controld. The ASCE is non-swappakblde.



z/OS Control Block
Address Space Control Block (ASCB)

ASCE Map

Offets

D B TypaVale  Len  Name D) Dncariptlon

[ 0 STRUCTURE 0 Al

[ [0  DEL WORD § ASCEEGIN [0 - BEGINNING OF ASCE

[ [}  CHARACTER 4 AICENCE ~ACAONYM IN EBCDIC -AGCE-

: 4 ADDREE: 4 RACEFNDR ~ADORESS OF NEXT AZCB ON ASCE READY QUELE

B [ ADDREZ: 4 KICEEWDF -ADORESS OF FREVIOUZ ASCE ON AGCH READ'Y QUELE



z/OS Control Block
Address Space Control Block (ASCB)

Cicetc
Do Hex Typevalue Len Mame (Dim] Decorpltion
1= (=] ADDRESE . ASCTELTCE - TCE and preamphlable-class 2RE Local lock suspend service
queue. Serlalzation: ASCE CML prom n WEEBE lock
1= 1aj DEL WoRD ] ABCTEEUPC (O] - BUFERNISOR CELL FIELD {(MD-305)
1= 1ap ADDRESE el AITEEVRB - BWRE FOOL ADDRESE. THIE OFFSET FIXED BY
ARCHITECTURE. [(MIDC3I10
0 [N EIZMED £ AITEEYHC - COUNT BEED TO BYNRCHROMNIZE SWVRE POOL. THIR
DFFRET FIXED BY ARCHITECTUR MDC311)
4 18} MADDRESE el METE R = FOINTER TO 102 PURGE INTERFACE CONTROL BLCCK
IFIB) ADC308)
== plad] EM3TRING £ ATEWEILE (O WES QUEUE LOCK WORD SERIALIZATICN: COMPARE AMD
BWAF OWHERZHI 1I20R CONTROL
== gl EIME3TRBMG 2 ABICEROIAC REEERVED, MUET
20 MmeEl SIENED 2 ATTEWQID LC=SECAL TPU ID OF THE FROCESSOR HOLDING THE WE
QUEUE LCCK OWHERSHIP: SUPERWVIZOR CONTROL
= 20} ADDRESE - AICTERDIZO (O] Reserved as of /3 1,11
3z =20} ADDREEE £ AITEEAND _FREZODS1
- ADDREZZ OF ADDREZZ SPACE ZRB WEE QUEUE
BERIALIZATION: WEE QUELUE LOCK OWNERIHIF:
BUFPERNVISOR CONTROL Mot ==t as of 05 1.11
| B = AITEURRS _FREZO311
"X'80™ - BYEEVENT UWEER READY REQUIRED
BERIALIZATION: WEE QUELUE LOCK OWNERIHIF:
BUFERNVISOR CONTROL Mot =% as of =05 1.11
3= 24 EIGNED 2 ATEMEM (0] - BAME AS ADTEASID
3= (=8 EIZMED 2 AITEAEID - ADDREZZ SPACE IDENTIFIER FOR THE AZCE
= 26} EIME3TRBMG 1 ABZCEROIZE - REEERVED
£ IMETRNG 1 AITEERMFLAGE - BRM Mags Cwnership: SRM SeralEaton: SRMILOCK
Boes e &HITEWVCMOYERRIDE
"E"BO0™ - Thi=s bt indicaies: that this address space should not
folow the standard 25M management In an VCAl=on
mmvironment. insiesd of rying fo assign e work Bk sddness
space i the same affinity node for cache eMclency conoems,
azsign this work o any afMniy node, ignore any cache
comcemns. Cwnership:s SRM
-1 == ABCEEROKENUF "ES0™ - This bt indicaies: that this addre=ss space haes been
broken up by SRM. Ownership: 35M
--1 -- SITEWVCMEINEPREEMFTION
"X'20™ - This bit ndicates that thiz address space should pet g
presmption. Cwnership: ERM
==al == AICEVCMGINESIGPANY
=X'10~ - This bit Indicaies that this address space can SIEF any
waltimg CFUs o process iks work. Cwnershilps SRA
40 =] EM3TRING 1 MITELLS - FLAGE. BERIALIZATION - LC-CAL LO=CH
==l = AITEEIE "X'20™ - BTAGE Il EXIT EFECTOR HAZ 3 THEDWULED AM ROE

OR IZE AMD STAGE EXIT EFFECTOR SHOULD BE
MY OKED



Summary

>

>

Each Batch Job, TSO and Started Task are a separate address space

Types of Address Spaces

1. Batch Jobs — identified by JOBID JOB#####

2. Started Tasks — identified by JOBID STC#H####

3. Time Sharing Tasks — identified by JOBID TSU#####
where ##### is a uniquely assighned number

Address Space is a contiguous range of virtual addresses divided into blocks of
4K pages. The pages are stored in both real and auxiliary storage. Paging is the
movement of pages between real and auxiliary storage.



Summary
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A PAGE is a 4K area of processing storage

> A PAGE is also considered to be a 4K block of virtual addresses

\4

All processing storage is contained in PAGES
» A 4K FRAME of central storage can hold a PAGE
»  A4K SLOT of auxiliary storage can hold a PAGE

>  Movement of a PAGE between a FRAME and a SLOT is called PAGING



Summary
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All programs operate with an assigned protection key

All discrete storage areas have an assigned protection key

System integrity is maintained through a requirement for program and storage area
keys to match

Program operating with key 0 can access any discrete storage areas regardless of
the assigned storage area protect key



Summary
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\7

Virtual storage is managed by Virtual Storage Manager (VSM)

Real storage is managed by Real Storage Manager (RSM)

Auxiliary storage is managed by Auxiliary Storage Manager (ASM)

System workload is managed and prioritized by Work Load Manager (WLM)



Professional Manuals and Documentation



Unit summary

Having completed this unit, you should be able to:
* Describe an address space

* Describe virtual storage

* Describe paging

* List 3 types of address spaces

* List 3 types of memory storage

* Describe system integrity using key-controlled protection
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